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This research is in the field of database theory, with intersections with fine-grained complexity
and enumeration algorithms. The long-term goal of this line of work is, given a user-specified query,
to determine what is the most efficient algorithm that can evaluate this query. I would be happy
to offer an M2 internship. In particular, I can propose the following two options, according to the
student’s preferences.

1 Version 1: Pure Theory

In terms of time complexity, as the number of answers to the query may be much larger than the size
of the input database, we cannot expect to have a linear-time algorithm for query evaluation (only
printing the answers may require longer), so it is very natural to consider enumeration measures. In
this sense, the ideal time guarantees are linear preprocessing and constant delay between successive
answers. As an intermediate goal, we ask which queries can be solved within this time complexity.
The goal is to identify a property that distinguishes the tractable queries from the intractable ones.
For queries that are a natural join, we understand the complete picture, and the tractability depends
on the structure of the hypergraph describing the query [3, 1].

As an example, consider the following query and database. The query asks for a list of people
who have a hobby that they can practice in the city where they live. You can also see the query
answers and the hypergraph describing the query.

As the hypergraph describing this query is cyclic, we know that there is no algorithm that
can produce the answers to this query with linear preprocessing and constant delay, under some
complexity assumptions. If the atom Residence(person,city) was removed from the query, it would
have been acyclic and solvable efficiently.

In general, when we consider more expressive query classes, the classification is well-understood
only in some cases [9, 8, 4, 7], and we can explore during the internship some of the other cases.
This type of research usually includes coming up with algorithms, identifying the class of queries for
which the algorithms can be applied, coming up with reductions for proving hardness, identifying the
class of queries for which the reductions can be applied, identifying queries that are not covered by
the algorithms and reductions, trying to extend the algorithms or reductions to cover these queries
too, and repeating until we reach a complete classification.
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2 Version 2: Including an Implementation

When the query is not naturally of the tractable form described in the previous section, how can
we still evaluate it? We can resolve the problematic parts of the query during preprocessing using
a less efficient algorithm. Since this algorithm is less efficient, we want to make sure that we do not
use it to evaluate a larger part of the query than necessary. One way of determining which parts
need to be resolved is by using tree decompositions. Here is an example of a tree-decomposition for
the cyclic query from the previous section. This decomposition means that we should join Hobbies,
Residence and Availability during preprocessing, but there is no need to do the same for Age.

As finding the best decomposition is NP-hard in general, practically it sometimes makes sense to
compute all relevant decompositions and choose the best we see after a reasonable time. It is worth
mentioning that tree decompositions are useful in many domains in addition to database theory.
There are several known enumeration algorithms for tree-decompositions [5, 6], some of which have
not yet been implemented. These algorithms have generic components, and in some cases, it is not
clear what is the best precise complexity these algorithms can achieve using the best data structures.
In addition, for more expressive queries, we will need to extend these standard decompositions into
free-connex decompositions to account for projections in the query [2].

I suggest an internship that investigates the complexity of finding tree decompositions and free-
connex decompositions, and then implements a tool that finds such decompositions for a given
query.

If you find these topics interesting, I recommend watching one of the recorded talks on my website
to get a better sense of the area.
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